Evaluating co-creation of knowledge: from quality criteria and indicators to methods
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Abstract. Basic research in the natural sciences rests on a long tradition of evaluation. However, since the San Francisco Declaration on Research Assessment (DORA) came out in 2012, there has been intense discussion in the natural sciences, above all amongst researchers and funding agencies in the different fields of applied research and scientific service. This discussion was intensified when climate services and other fields, used to make users participate in research and development activities (co-creation), demanded new evaluation methods appropriate to this new research mode.

This paper starts by describing a comprehensive and interdisciplinary literature overview of indicators to evaluate co-creation of knowledge, including the different fields of integrated knowledge production. Then the authors harmonize the different elements of evaluation from literature in an evaluation “cascade” that scales down from very general evaluation dimensions to tangible assessment methods. They describe evaluation indicators already being documented and include a mixture of different assessment methods for two exemplary criteria. It is shown what can be deduced from already existing methodology for climate services and envisaged how climate services can further to develop their specific evaluation method.

1 Introduction

The production of climate-related information, as well as the assessment of possible impacts and adaptation options or even scenarios and strategies, depends on the participation of practice partners (Schuck-Zöller et al., 2014). Their involvement in research and development processes helps to ensure the usability of results. Corresponding to these experiences, the European commission states that climate services are by nature inter- and transdisciplinary (European Commission, 2015, p. 22). The core idea of transdisciplinarity was intensely discussed in 2000 at a congress in Zurich, Switzerland, pledging academic disciplines to work together with practitioners to answer real-world problems. Jahn et al. (2012, p. 4) give a comprehensive definition: “Transdisciplinarity is a reflexive research approach that addresses societal problems by means of interdisciplinary collaboration as well as the collaboration between researchers and extra-scientific actors; its aim is to enable mutual learning processes between science and society; integration is the main cognitive challenge of the research process.” Launched by the Future Earth community (www.futureearth.org), the terms “co-design” and “co-production of knowledge” are spreading as well (Mauser et al., 2013). Scientists and stakeholders from practice or politics continuously work together: “The process of co-creation of knowledge consists of three fundamental steps throughout which both academia and stakeholders are involved to varying degrees: co-design, co-production and co-dissemination” (Mauser et al., 2013, pp. 427, 428). Wall et al. (2017) gave a comprehensive overview of the different concepts and terms in the area of transdisciplinary research worldwide.

The transdisciplinary research mode and co-creation of knowledge as its methodological approach aims to solve societal problems. Basic research, however, is focused primarily on the scientific impact. The number of publications, the ranking of the respective journals and the number of quotations are used to evaluate the impact onto the scientific world. Therefore, basic research follows different guiding principles and goals than transdisciplinary approaches and has to be evaluated in another way. “Multiple forms of co-operation,
differentiation and integration, methods and theories are significant for such [transdisciplinary] projects. So conventional methods of disciplinary evaluation cannot be transferred and applied directly” (Bergmann et al., 2005, p. 7). Jahn and Keil (2015) state that “there is still no generally accepted quality standard” in regards to the requirements of socially responsible research and are afraid that the missing incentives for researchers in this field “obstruct the proliferation of transdisciplinarity” (p. 196).

This has been discussed in literature since the beginning of the 21st century (Klein, 2008; Kaufmann and Kasztler, 2009) in sustainability science, health care and in overarching scientific fields like scientometrics, sociology of science and innovation studies. Rafols et al. (2012) showed how the bibliometric evaluation method might panelize inter- and transdisciplinary approaches. Meanwhile the need for new evaluation criteria and methodologies is absolutely agreed upon (Wolf et al., 2013; Jahn and Keil, 2015; Wall et al., 2017).

The high percentage of co-creation in climate services encouraged the authors of this paper to base their discussion on transdisciplinarity and co-creation, their quality and evaluation to draw conclusions for the evaluation of the fairly new field of climate services. They aim to bring together the different levels of evaluation elements found in literature and present the idea of an evaluation cascade. This paper does not attempt to find a complete set of criteria but rather shows how to apply the resulting cascade in practice. A literature overview is our first approach to the challenge and delivers already existing quality dimensions, criteria and indicators to those domains in which co-creation of knowledge is applied. The different approaches in the current discussion show the elements for a workflow to make evaluation easier to handle: the evaluation cascade. In line with this, the authors demonstrate in a second step how two exemplary criteria could be assessed in practice. They give a potential description of how the evaluation cascade could be applied to two climate service products and propose appropriate assessment methods. In the end the authors suggest how to proceed towards a framework for the evaluation of co-creation products and projects.

2 Literature overview

2.1 Key questions

In 2015, the Climate Service Center Germany (GERICS) undertook a literature survey, aiming to identify existing evaluation indicators and assessment methods. As there is a much longer history of working with practice partners in other research fields (Bergmann et al., 2012), such as public health and sustainability sciences, all scientific literature was integrated. The long-term objective was to find out and critically reflect upon which systems should be established in order to evaluate co-creation and transfer this to the whole field of climate services.
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Figure 1. Search method for literature overview in the field of transdisciplinary research.

2.2 Method

As a first step an overview of the state-of-the-art discussion was needed. Thus a literature collection was started in 2015, covering the past decade (2005–2015). The search was done without any restrictions on thematic fields. Two key items (“evaluation” and “transdisciplinary research”) were decided on, in both English and German, and the search was reduced to combinations thereof (Fig. 1). Titles, headlines and full texts of publications were covered. The 49 results originated from very different fields:

– sociology of science and epistemology (17 articles)
– sustainability and ecology (17 articles)
– health (9 articles)
– technology (3 articles)
– urban studies (3 articles).

The result shows that the search was general enough to cover different disciplines and the neighbouring fields. As the mode of transdisciplinary research and its discussion is anchored in the social–ecological field, it is logical that most of the articles originate there – except for the overarching epistemological area. Regarding the unique and relatively new field of climate services, no result could be found by this literature search.

The objective of the literature overview was not to cover the whole discussion in terms of scientometrics, which is indeed very broad, but rather to concentrate on the evaluation of co-creation in detail. Scanning the 49 articles referring to concrete evaluation aspects, a selection of the relevant publications was made. The pool was further complemented with
publications that were already known or that showed up during work (snowball sampling). The compilation ended up with 29 publications that propose concrete evaluation aspects on the levels that this paper calls “criterion” and “indicator” (Climate Service Center Germany, 2017).

2.3 Results

Evaluation can firstly be differentiated alongside its object and the literature overview covered the objects of evaluation. Among others either the process of co-creational research or its final product can be evaluated (Fig. 2, right-hand and left-hand side, respectively). Secondly, there are different phases of research projects during which evaluation can take place: ex ante, intermediate or formative, and ex post evaluation.

In general, the authors found that the different application fields of transdisciplinary research follow very similar ideas in the choice of evaluation criteria and indicators. So the assumption was confirmed that climate services might benefit from other research fields in this respect. The assessment of impacts on a societal scale, however, is barely discussed in terms of indicators. Except for very few contributions (i.e. Godin and Doré, 2005; Spaapen et al., 2007; Walter et al., 2007) the publications do not offer suggestions of assessment criteria of long-term effects inside or outside the scientific area. Therefore, the authors decided to concentrate on the evaluation of the research process itself (Fig. 2: “Dealing with the problem”) and on the evaluation of outcome (short- and medium-term effects).

The articles of our overview show very different approaches – not surprising considering the different research communities given. Some authors, for example, concentrate on good quality (Schuck-Zöller et al., 2018) and best-practice (like Stauffacher et al., 2008). Others describe processes of formative evaluation (e.g. Bergmann et al., 2005) or aim for guidelines for project managers (e.g. Jahn and Keil, 2015). Still others draft evaluation frameworks (Vaughan and Dessai, 2014). There were almost no cross references among the articles (except for Wolf et al., 2013, who gave an overview of the different evaluation concepts). Therefore, the authors wanted to bring together those different approaches and suggest a common terminology. The possibility of an overarching evaluation scheme is shown. The paper focuses on ex post evaluation. Based on literature analysis, the authors identified different factors of evaluation.

As the literature overview was only the first step and not the core issue of this article, the authors went beyond the articles they had found, scanning literature for the overview mentioned above.

3 Evaluation cascade

Some of the articles propose a hierarchic structure to scale down from the very general towards more and more detailed scales. Different names and terms are used for the most general level, though the ideas seem similar. Bergmann et al. (2005), for example, only differentiate between “basic criteria” instead of “dimensions” and “detailed criteria”. Klein (2008) calls this level “principles”, while Walter et al. (2007) uses “impact categories”. The authors follow Jahn and Keil (2015) and Hassenforder et al. (2015), who use the term “dimension”, as it seems quite suitable for this general level. Jahn and Keil (2015) identify further nine different dimensions to evaluate transdisciplinary research.

Accordingly, the quality of the research problem can be expressed in three dimensions:

- systemic quality
- scale spanning quality
- prospective quality.

The quality of the research results can be looked upon in three further dimensions, as well:

- context-specific quality
- integrative quality
- method-based quality.

The authors refer to these nine dimensions in this paper. In other articles this general level is subcategorized slightly differently, more so as they follow different aspects (e.g. Bergmann et al., 2005, concentrate on formative evaluation; Godin and Doré, 2005, only look at the societal impact; Hassenforder et al., 2015, focus on participatory processes). To make the nine dimensions mentioned above applicable they have to be divided into smaller subcategories. For this, the authors designed a scale, the evaluation cascade, that ranges from the very general aspect of dimensions to indicators and assessment methods (see Fig. 3).

In an attempt to demonstrate the potential of the theoretical idea of a cascade in real life, the different evaluation aspects from literature were collected and filled in an evaluation scheme alongside the evaluation cascade. The level underneath the more general category “dimension” gives an indication of which specific aspect should be assessed. The authors found the term “criterion” easy to understand and widely used (i.e. Bergmann et al., 2005; Klein, 2008; Wolf et al., 2013), as well as “indicator” (for example Klein (2008) in contrast to Masse et al. (2008), who still use the very general “item”). Indicators in this sense refer to a unit to assess a specific state of something. Wall et al. (2017) mix up what
This text calls criteria and indicators and only differentiate between “components” (similar level like the suggested “dimensions”) and indicators.

Which criteria and indicators can be found in literature? Different kinds of criteria are scattered about in many publications (except for Bergmann et al., 2005). Nevertheless, in most of the papers very few indicators could be found, and concrete measurement methods, which might finish the cascade on the micro scale, are missing. If questions to assess the indicators are posed, they are qualitative and hardly measurable (e.g. Bergmann, 2005; Jahn and Keil, 2015).

In any case, the evaluation concepts identified in literature are dedicated to different kinds of evaluation. Some refer to ex post evaluation (i.e. Wolf et al., 2013). The contributions of Bergmann et al. (2005) and Jahn and Keil (2015), for example, are dedicated to formative evaluation. The concepts follow very different objectives and the resulting criteria are very diverse (Wolf et al., 2013). The few publications dealing with criteria in a concrete manner show an enormous pool (i.e. Bergmann et al., 2005; Wall et al., 2017). Nevertheless, it seems important to compile all of the ideas in one overall representation.

On the basis of the evaluation cascade, several tables were designed (i.e. Fig. 4) and filled in as far as possible. The column “indicators”, however, cannot be filled at all on the basis of literature overview, because many papers leave out the level of indicators completely (e.g. Bergmann et al., 2005; Jahn and Keil, 2015). Therefore, the entries here and in the “methods” column on the right-hand side are a proposition of the authors, resulting from experiences in the development of climate service products.

Two possibilities of measuring single quality criteria are demonstrated in the following – one assessing the research and development process and the other assessing their results. Therefore, the authors can only show some cutouts to illustrate a way of applying the evaluation cascade and propose the design of a possible evaluation scheme. For this purpose they go beyond the literature survey and add ideas of assessment methods to the state-of-the-art discussion.

3.1 Evaluation of processes

All three steps of the co-creation process (Fig. 2, left-hand side) might be subject to evaluation. This paper leaves out the problem identification and structuring phase and turns directly to the core research process: dealing with the problem. The articles of our sample provide three different dimensions to assess the transdisciplinary research and development process according to the list of Jahn and Keil (2015) (see Fig. 4) and several criteria. Those dimensions are fully described in various papers (i.e. Bergmann et al., 2012; Hassenforder et al., 2015) and mirror well the state-of-the-art discussion in 2015.

In the following, the elements of the cascade are demonstrated for one single criterion belonging to the dimension...
of “integrative process quality” (Masse et al., 2008). “Setting the scene” is a quite important criterion in terms of co-creation of knowledge (Schuck-Zöller et al., 2018), because it is key for successful involvement of practitioners. Walter et al. (2007) could show that the indicator “involvement” influences the outcome of co-creation positively.

To figure out how the scene was set, interviews with the co-creation participants would be an appropriate method. A Likert scale (1 to 5) could be used to make the answers measurable. The survey could ask questions to the participants of practice such as

– How content are you with the communication set-up on the whole?
– Was enough time provided for involvement?
– Was the material shared with all participants appropriate and the language understandable?
– Was a partnership on equal footing promoted?

Questions to the co-creation participants from science might be

– How content are you with the communication set-up on the whole?
– How content are you with the moderation of the involvement process?
– Did you feel understood in terms of scientific rules and limitations?

Answers to a set of questions like these allow for assessing the quality of the scene for co-creation. However, time and resources are needed for a survey like this.

3.2 Evaluation of results
Assessing the results of a research and development process, there are three different dimensions to name (for definitions see OECD, 2002): (1) quality of output, (2) quality of outcome, and (3) impact. For reasons mentioned previously, the authors only consider the quality of outcome. Whereas many indicators for the quality of output are measurable (e.g. the number of users might prove good quality of content), the quality of outcome is less tangible. One of the most important indicators is, of course, the usability of new products and services (Fig. 5). Among other methods, a user survey might help to judge usability.

To give an idea, some questions to the users are mentioned here as examples. The users might choose among three answers and tick boxes to respond (a) yes, (b) sometimes or partly, or (c) no:

– Do you use the new product X?
— Does it facilitate your work?
— Is it easy to handle?
— Does the product allow for new features or findings?

To gain a more complex view some qualitative questions should not be missing, such as
— What is the overall benefit, using the product?
The core question could be answered on a Likert scale:
— How do you judge the quality of the product on the whole?

Using the evaluation cascade in the manner described here makes single quality dimensions easier to assess.

3.2.1 Example 2: Development of an interactive web portal

An interactive portal like the Impact2C webatlas (https://www.atlas.impact2c.eu/en/) could be evaluated by sending a questionnaire to its users, containing the questions above. Otherwise, an online survey could be implemented on the platform. In this case, the target group of the survey was not the developers like in example 1, but the users or potential users. Depending on the aim of the survey, other questions could be added.

3.3 Summary

Since there is no one-size-fits-all scheme, every project or product needs its own set of evaluation criteria (Jahn and Keil, 2015). At best, this set can be negotiated with the project leaders or even already be suggested in the process of designing the project (Daschkeit and Loibl, 2007).

It is undeniable that both the search for and definition of appropriate indicators and measurements for transdisciplinary research take a long time and require intense discussion.

Whereas in literature qualitative interviews are often pled for (Bergmann et al., 2005; Jahn and Keil, 2015), this seems unsatisfying for an ex post evaluation, since all those interviews mirror the perception of the interviewees more than they can serve as an objective evaluation result. Therefore, a mixture of assessment methods was addressed: both qualitative and quantitative. The authors suggest Likert scales as a method, which would help to quantify qualitative interviews more precisely instead of the often proposed “yes” and “no” answers (Jahn and Keil, 2015).

Two criteria could be scaled down to assessment methods and two examples of products were mentioned. The different levels of evaluation were brought together in the cascade and examples were given on how to apply it rather than making the entire range of criteria complete.

4 Conclusions and outlook

Literature provides a remarkable range of quality dimensions and evaluation criteria referring to the process and result of research and development activities. Still, in the articles societal impact in the long run is not yet an issue.

Following literature, an evaluation cascade can be developed that scales evaluation down from quality dimensions to quality indicators and assessment methods. The aspects were collected over many different research fields. In spite of nearly no cross references between the different approaches the basic ideas were similar enough to be integrated. This experience reveals the necessity of looking upon transdisciplinarity and its evaluation as a new, overarching boundary methodology.

The evaluation cascade was exemplarily described for two examples to demonstrate the possible evaluation of one single criterion each, proposing a mixed methodology. Interviews of project participants or users will be part of most evaluations. These surveys might take 2 to 3 months. This makes clear that evaluation of co-creation processes and their results is very time-consuming and extensive. What is more, evaluation of the medium-term outcome and societal impact only makes sense a few months or even years after finishing the project or product. Therefore, funding institutions should be aware of this and provide enough time for evaluation or allow for a subsequent evaluation phase.

The evaluation cascade might help scientists from all fields of socially responsible research reflect on possible ex post assessment activities, as well as prepare for formative evaluation during the project. Until now product development processes or even products have not often been assessed in a scientific way. To ensure objectivity we recommend including third parties. Above all, it can serve as a scheme to compile the different evaluation criteria and assessment methods from literature. Such a compilation over the whole range of the evaluation cascade would help further discussion and might lead to an overall — in the sense of overarching the different research fields — operational evaluation framework: a challenge for the whole community that applies co-creation methods. This framework might provide a broad pallet of cri-
criterias and indicators that help to combine the appropriate elements for the respective evaluation measure. The emerging field of climate services can thus enormously benefit from the work already done in the other fields, above all sustainability and public health. Real case examples of climate services evaluation might be developed to further approve the different dimensions and criteria and to ensure quality.

A quite innovative concept has been implemented in the Netherlands to harmonize the evaluation of research on the national level. This was not covered by our literature review, but it indeed takes transdisciplinary approaches into account (Spaapen et al., 2007). Spaapen et al. (2007) “distinguish a number of social domains in which researchers operate” (p. 7). Alongside these domains they define their dimensions and scale down to criteria and assessment. The most challenging aspect of this system is that they try to combine different criteria to make evaluation more easy to handle. After some years of application it would be important to take a second look at Dutch experiences. In the UK, another pioneer country in the evaluation of social responsible research, special guidelines were published to evaluate public engagement activities in research (Research Council UK, 2011). It seems a valuable task to dive deeper into those two international evaluation schemes.

How far practitioners should be involved in the concept of evaluation processes is still not expressly discussed. Should they only take part in the evaluation surveys or rather become part of the evaluation committees? Finally, should practitioners be involved not only in the evaluation of single projects but also in the further development of an overarching evaluation scheme? This would be a task for a new approach of “co-evaluation”. However, it is clear that assessing co-creation processes and its products will still keep the community busy for awhile.
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