Validation of gas phase chemistry in the WRF-Chem model over Europe
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Abstract. This work presents the evaluation of the WRF-Chem model applied for a European domain over the year 2008 and employing two different chemical modules. Airbase European station data and E-OBS database are used for validation of the simulated meteorological conditions as well as concentrations of NO₂, SO₂ and ozone. In both experiments, underestimation of the amplitude of temperature daily cycle (by about 1 °C) and precipitation overestimation (by about 25 %) were found, with possible impact on chemistry processes due to increased removal via wet deposition. The modelled ozone concentrations match the observations quite well, while the simulated concentrations of other gases show highly negative bias.

1 Introduction

During the last decades, great progress has been achieved in numerical atmospheric modelling, especially in coupling numerical weather prediction (NWP) models with chemical transport models (CTM). A simple way of coupling NWP models and CTM, the so called off-line approach involving the chemical part of the model driven by an independent NWP model (Grell et al., 2005) has some computational advantages, but neglects the impact of chemistry on meteorological conditions (e.g. via radiation effects). Currently, due to the growth of the available computational capacity, fully on-line approach prevails – see e.g. Grell and Baklanov (2011) for the overview of its advantages. However, even with the fully on-line approach, lots of model inaccuracies still occur in resulting values of gas and aerosol concentrations in validation studies (e.g. Huszar et al., 2012; Tuccella et al., 2012; Huszar et al., 2016). These inaccuracies are caused by simplification used in model design as well as by unreliable model inputs, mainly regarding the emission sources.

The aim of this study is evaluation of the ability of the atmospheric model WRF-Chem to capture the temporal and spatial distribution of short-lived gas concentrations, together with comparison of two chemical modules used within WRF-Chem. Due to the fact that the emission sources strongly impact model results, our analysis can also be taken as partial evaluation of emission sources accuracy.

2 Experimental setup and data

For all simulations, Weather Research and Forecasting/Chemistry model (WRF-Chem; Grell et al., 2005), version 3.5.1 is used. WRF-Chem is a mesoscale non-hydrostatic meteorological model with on-line coupled chemistry. In our experiments, a computational domain with 190×206 grid points (25 km horizontal resolution) and 30 vertical levels up to 50 hPa is employed, centered on central Europe (Fig. 1). For long-wave and short-wave radiation transfer, RRTM (Mlawer et al., 1997) and Goddard (Chou and Suarez, 1999) schemes are activated, respectively. Microphysical processes are resolved by the Morrison double-moment scheme (Morrison et al., 2009). Further, the Noah Land Surface Model (Chen and Dudhia, 2001) for surface layer processes, Yonsei University scheme (YSU PBL; Hong et al., 2006) for planetary boundary layer description and Grell-Freitas (Grell and Freitas, 2014) scheme for convection are used.

As meteorological boundary conditions, the ERA-interim dataset is used. For the chemical part, lateral boundary conditions are computed from MOZART-4 re-
3 Results

In terms of domain and seasonal averages, temperature biases are below 1 °C (Fig. 2). Temperature maxima are shifted to lower values in comparison to temperature mean and minima, which consequently leads to reduced amplitude of the daily cycle. Precipitation is overestimated by the model in all seasons, especially in spring. This wet bias can strongly impact the model chemistry due to overestimated wet scavenging of water-reactive gases during the convective season, when the convective precipitation dominates over the large scale one.

To compare the simulated and station-based pollutant concentrations, statistics introduced in Sect. 2 were also applied to ozone, NO$_2$, and SO$_2$ series, separately for individual station types (Fig. 3). The total amounts of NO$_2$ and SO$_2$ are underestimated for all station types, though more in suburban and urban stations. Conversely, the total ozone amount is overestimated at these stations. The highest values of correlations are achieved for ozone (at all station types). On the other hand, the correlations of the SO$_2$ series are very low. That is also true for the values of slope, with the best match again found for the ozone series. Differences between series obtained by the CBMZ and RADM2 schemes are low for NO$_2$ and SO$_2$. For ozone, CBMZ simulation is less biased with slightly higher correlations and slope.

Figure 4 plots the comparison of the averaged annual cycles for all targeted pollutants and station types. As before, the best agreement was found for ozone, particularly at the rural stations. The variance of the model values is, however, much smaller. For suburban and urban stations, the monthly averaged model values are largely overestimated, especially in the simulation using the RADM2 scheme. For NO$_2$ and SO$_2$, the model values are close to observations only at the rural stations. At the other types of stations, model values are greatly underestimated, which can be seen also in Fig. 3 as negative total biases. In most cases, the variance is distinctly underestimated by the model. Differences between the two model setups are negligible.

In Fig. 5, a comparison of averaged model and observed daily cycles of ozone for winter and summer is seen. In summer, daily maxima are captured accurately. The daily minima during early morning are overestimated, resulting in underestimation of the daily amplitude by the model. In winter season, too, model values have lower daily amplitude. Moreover, the simulation with the RADM2 scheme fails to capture the double maximum in the daily cycle.

4 Discussion

Although this study is primarily focused on validation of the chemical part of WRF-Chem, a short comparison of model and E-OBS meteorology is provided, to ensure that the model meteorology is not too departed from observations to have a significant impact to chemistry. Results showed that differ-
Differences between simulation with CBMZ and RADM2 chemical modules are, in terms of meteorology, negligible, because no impact of gas-phase chemistry on meteorology via radiation is considered. The only source of these differences are the slightly modified geographic static input data. Different versions of standard WRF static input were adopted in simulations, which resulted in slightly modified values of land-use type, fraction of vegetation and other surface parameters in a very few grid-points across the domain. These differences were enhanced during the model integration by the non-linear higher order effects, giving a first guess of the internal model variability. The findings of Mar et al. (2016) were similar – they have shown that the differences between two simulations without aerosol-radiative effects are small, but not zero. The lower daily amplitude of temperature is probably caused by overpredicted cloudiness in the model (also seen in Huszar et al., 2016), which can further cause lower daily amplitude of ozone concentrations. Higher convective precipitation, as was mentioned before, lowers concentration of water-reactive gases due to wet scavenging, so it can be one of the possible reasons for negative biases of SO$_2$, and partly of NO$_2$, in the convective season. In agreement with the results of Huszar et al. (2012), Tuccella et al. (2012) or Huszar et al. (2016), the correlation values are substantially higher for ozone than for other species (Fig. 3). Values of correlation coefficients, too, are comparable to the mentioned works. A possible reason is that ozone is a secondary pollutant, with spatial distribution less variable near the emission sources than SO$_2$ (or, partly NO$_2$), so it could be captured by model with 25 km resolution much better than primary pollutants. Another reason is that chemical schemes are designed and tuned to achieve correct ozone concentrations, while larger model biases persist for primary pollutants (Kuhn et al., 1998; Huszar et al., 2012). The overall bias of SO$_2$, which is negative for all stations, is not in agreement with the above mentioned studies. However, it can be attributed to the already mentioned overestimation of convective precipitation and to the better vertical distribution of emissions, which is especially important for SO$_2$ that is often emitted from tall stacks (Huszar et al., 2012). Another reason can lie in the used parameterization of planetary boundary layer (YSU PBL; Hong et al., 2006), which was found to over-predict PBL height, resulting in stronger vertical transport (e.g. Misenis and Zhang, 2010 showed that this scheme, in general, poorly represents nocturnal PBL).

Annual cycles (Fig. 4) at rural stations are captured with similar accuracy as in Huszar et al. (2012) or Huszar et al. (2016), with a little improvement for ozone, but with model annual cycle of SO$_2$ shifted to lower values. In general, simulations with either chemical mechanism overestimate ozone, especially for suburban and urban stations and in the nighttime (Fig. 5). This somewhat contrasts with the conclusion by Im et al. (2015), who compared model results against rural background stations and found negative biases in ozone concentrations during daytime. Overestimation of ozone at non-rural stations can be explained by coarse model resolution and the related reduced NO–titration (Im et al., 2015). Faster dilution of NO$_x$ leads to more effective ozone production (Vautard et al., 2007). The lower daily amplitude of summer ozone daily cycle (Fig. 5) is nearly the same as the amplitude described by Huszar et al. (2012) and Huszar et al. (2016), with the missing early-morning decrease, too. In winter, there is a difference between specific chemical mechanisms; simulation with CBMZ scheme produces a double...
phase chemical mechanism should be of the order of 5%, or 4 ppbv. For JJA, our differences lie within this range; however, winter differences are somewhat larger.

5 Summary and conclusions

Evaluation of the WRF-Chem model using station data was performed in order to investigate the model’s ability to capture surface values of meteorological and gas concentration fields. The amplitude of temperature daily cycle is underestimated by about 1 °C. The total precipitation is overestimated in every season (approximately by 25%). Daily and annual cycles of ozone concentration are well captured, while the correlation of daily values with observations is nearly 0.7. Correlation of NO$_2$ and SO$_2$ daily values is lower, and the overall bias at rural stations reaches almost −40% for NO$_2$ and −30% for SO$_2$. At suburban and urban stations, the underestimation is much larger.

The differences between CBMZ and RADM2 chemical mechanisms are significant in terms of the ozone daily cycle, especially in winter. Here, CBMZ reproduces the daily cycle more accurately. Also in overall statistics (bias, correlation and slope), CBMZ achieves a better match.

This work focused on evaluation of only three gases. For better understanding of the model performance and emission accuracy, model evaluation should be extended to other gases considered by the model for which measurements are available for validation. An even better strategy would be to compare not only surface concentrations, but also to use vertical measurements of the examined gases. As future work, a multi-model and multi-mechanism evaluation including
satellite column observations is planned in order to achieve as accurate model description of the real state as possible.
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